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1 SYSTEM CHARACTERIZATION

1.1 System Name and Unique Project Identifier (Exhibit 300 and/or Exhibit 53)
The system name is <      >.  The unique project identifier (UPI) is
1.2 System Type

<System Name> is a (Major Application, General Support System, Non-Major System).
1.3 System Categorization

<System Name> has been categorized as (Low, Moderate, High).  
1.4 System Status

<System Name> is (operational, underdevelopment, major modification).

1.5 Responsible Organization
1.6 Information Contacts

The following is contact information for <System Name> System Stewards and Designated Approving Authority (DAA).
Table 1. System Stewards and Designated Approving Authority (DAA) 
	
	Business Steward
	Technical Steward
	Security Steward
	DAA

	Name
	
	
	
	

	Title
	
	
	
	

	Address
	
	
	
	

	Phone
	
	
	
	

	E-mail
	
	
	
	


1.7 General Description / Purpose
1.8 System Environment

<Insert Diagrams As Appropriate>
1.9 System Interconnection / Information Sharing 
Describe any agreements that are in place (e.g., System Interconnection Agreement, Memorandum of Understanding, Memorandum of Agreement).  If there are no agreements in place state so and add as a Plan of Action and Milestones (POA&M) item.
Table 2. System Interconnection/Information Sharing
	System Name
	Responsible

Organization
	Type (e.g.,TCP/IP)
	SIA/MOU/

MOA
	Date
	FIPS 199 Rating

(Low, Moderate, High)
	C&A (Yes/No)

	
	
	
	
	
	
	

	
	
	
	
	
	
	

	
	
	
	
	
	
	

	
	
	
	
	
	
	


1.9.1 System Dependencies

List system specific dependencies not contained in the following list.  If there are no system specific dependencies, delete the bracketed words in the next sentence, and begin the sentence with an uppercase “A”.
{Beyond these dependencies,} a set of common dependencies was defined to enable boundary definition.  A dependency is a telecommunication or information technology interconnection or resource on which the system under review relies for processing, transport, or storage.  The relationship between the system in question and the dependencies can directly affect the confidentiality, integrity, or availability of the system or its data.  Whenever a system has a dependency, the system inherits the intrinsic risks of the dependent asset.  The following Centers for Disease Control and Prevention (CDC) information technology resources can be considered dependencies:

· CDC Enterprise Policies

· CDC Enterprise Mid-Tier Data Center

· CDC Network Infrastructures: 

· Center or Information Technology Services Office (ITSO)  Local Area Networks 

· Atlanta Metropolitan Area Network

· CDC Wide Area Network

· Internet Connectivity

· DMZ Connectivity

· CDC Enterprise Security Services:

· CDC Border Firewall

· CDC Border Router Access Control Lists

· Network-Based Intrusion Detection Systems

· E-Mail Gateway Virus Scanning and Attachment Removal

· RSA SecurID Authentication System 

· Technical Vulnerability Scanning Service (Most Commonly Used for Hosts Deployed to the DMZ)

· CDC Computer Room Staff, Physical, and Environmental Controls

· CDC Exchange Services:

· Enterprise E-Mail Gateway Infrastructure with Gateway Virus Protection

· ITSO or Center Managed Local E-Mail Stores with Server Virus Protection

· Remote Access Web Mail Services with RSA SecurID Authentication

· CDC Enterprise Continuity of Operations and Disaster Recovery Planning

· CDC Enterprise Mainframe

· CDC Enterprise Windows Domain/Active Directory Environment

1.9.2 Supported Programs and Applications

1.10 Applicable Laws or Regulations Affecting the System

As an operating division of the U.S. Department of Health and Human Services (DHHS), CDC is responsible for implementing and administering a program to protect its information resources in compliance with federal laws and regulations.  The following denotes applicable laws and regulations, standards, and guidelines from which DHHS and CDC system security requirements are derived. 

Executive Orders (EO) 

· EO 10450 Security Requirements for Government Employment

· EO 12958 Classified National Security Information

· EO 12968 Access to Classified Information

· EO 10310 Critical Infrastructure Protection

· EO 13011 Federal Information Technology

· EO 13103 Computer Software Piracy
· Homeland Security Presidential Directive 7
Federal Laws

· Title II of the E-Government Act of 2002, Section 208

· Privacy Act of 1974 (P.L. 93-579)

· Freedom of Information Act of 1974

· Federal Records Management Acts

· Computer Fraud and Abuse Act of 1986 (P.L. 99-474)  

· Clinger-Cohen Act of 1996

· Defense Authorization Act (P.L. 106-398) 

· Health Insurance Portability and Accountability Act (HIPAA) of 1996 (P.L. 104-191)

· Federal Information Security Management Act of 2002 (FISMA)

National Institute of Standards and Technology (NIST) Special Publication (SP) and Guidelines

· NIST SP 800-12, An Introduction to Computer Security: The NIST Handbook 

· NIST SP 800-14, Generally Accepted Principles and Practices for Security Information Technology Systems

· NIST SP 800-16, Information Technology Security Training Requirements

· NIST SP 800-18, Guide for Developing Security Plans for Information Technology Systems

· NIST SP 800-26, Security Self Assessment Guide for Information Technology Systems

· NIST SP 800-27, Engineering Principles for Information Technology Security (A Baseline for Achieving Security)

· NIST SP 800-30, Risk Management Guide for Information Technology Systems

· NIST SP 800-34, Contingency Planning Guide for IT Systems

· NIST SP 800-37, Guide for Security Certification and Accreditation of Federal Information Systems
· NIST SP 800-47, Security Guide for Interconnecting Information Technology Systems

· NIST SP 800-53, Recommended Security Controls for Federal Information Systems

· NIST SP 800-60 Vol. 1 & 2, Guide for Mapping Types of Information and Information Systems to Security Categories

· NIST SP 800-63, Electronic Authentication Guideline: Recommendation of the National Institute of Standards and Technology

· NIST SP 70, The NIST Security Configuration Checklists Program
Federal Information Processing Standards Publications (FIPS)

· FIPS PUB 199, Standards for Security Categorization of Federal Information and Information Systems

Office of Management and Budget (OMB) Circulars and Government Accounting Office (GAO) Requirements

· OMB Circular No. A-130, Appendix III

· OMB Circular No. A-123, Management Accountability and Control

· OMB Memorandum 99-18, Privacy Policies on Federal Web Sites

· OMB M 99-20, Security of Federal Automated Information Resources

· OMB M 00-07, Incorporating and Funding Security in Information Systems Investments

· OMB M-13, Privacy Policies and Data Collection on Federal Web Sites

· OMB M-02-01, Guideline for Preparing and Submitting Security Plans of Action and Milestones
· OMB M-03-22, OMB Guidance for Implementing the E-Government Act of 2002

· OMB M-04-04, E-Authentication Guidance for Federal Agencies
· Federal Information System Controls Audit Manual (FISCAM)

DHHS and CDC Institutional Rules and Guidance

· Department of Health and Human Services Information Security Program Policy, December 15, 2004

· Department of Health and Human Services Information Security Program Handbook, November 12, 2004 
· Department of Health and Human Services Information Technology (IT) Privacy Impact Assessment (PIA) Guide, July 12, 2004
· HHS Information Technology Security Program, Baseline Security Requirements (BLSR) Guide
· Information Resources Management CDC-3
· DHHS 45 CFR Part 142, Security and Digital Signature Standards

· DHHS 45 CFR 164.500, Privacy Requirement Exemptions

Baseline Security Requirements

To assist the Operating Divisions (OPDIV) in meeting these requirements, HHS has instituted the HHS Information Technology (IT) Security Program Policy document and accompanying HHS IT Security Program Handbook.  The BLSR guide was created as part of HHS IT security policy to act as a guide for identification of minimum IT security requirements.  Minimum security requirements are applicable to all general support systems and major applications at CDC.  

1.11 FIPS 199 Levels
FIPS 199 establishes three potential impact levels (Low, Moderate, High) for each of the security objectives (confidentiality, integrity, and availability).  The impact levels focus on the potential impact and magnitude of harm that the loss of confidentiality, integrity, or availability (C/I/A) would have on CDC’s operations, assets, or individuals.  FIPS 199 recognizes that an information system may contain more than one type of information (e.g., privacy information, medical information, financial information), each of which is subject to security categorization.  

The following table provides the definitions for C/I/A ratings for <System Name>.  

Table (?). Security Objectives
	Security Objective
	Low
	Moderate
	High

	Confidentiality

Preserving authorized restrictions on information access and disclosure, including means for protection personal privacy and proprietary information

[44 USC, SEC. 3542]
	The unauthorized disclosure of information could be expected to have a limited adverse effect on organizational operations, organizational assets, or individuals.
	The unauthorized disclosure of information could be expected to have a serious adverse effect on organizational operations, organizational assets, or individuals.
	The unauthorized disclosure of information could be expected to have a severe or catastrophic adverse effect on organizational operations, organizational assets, or individuals.

	Integrity

Guarding against improper information modification or destruction, and includes ensuring information non-repudiation and authenticity.

[44 USC, SEC. 3542]
	The modification or destruction of information could be expected to have a limited adverse effect on organizational operations, organizational assets, or individuals.
	The modification or destruction of information could be expected to have a serious adverse effect on organizational operations, organizational assets, or individuals.
	The modification or destruction of information could be expected to have a severe or catastrophic adverse effect on organizational operations, organizational assets, or individuals.

	Availability

Ensuring timely and reliable access to and use of information.

[44 USC, SEC. 3542]
	The disruption of access to or use of information or an information system could be expected to have a limited adverse effect on organizational operations, organizational assets, or individuals.
	The disruption of access to or use of information or an information system could be expected to have a serious adverse effect on organizational operations, organizational assets, or individuals.
	The disruption of access to or use of information or an information system could be expected to have a severe or catastrophic adverse effect on organizational operations, organizational assets, or individuals.


1.11.1 Security Categorization/Information Type(s)
The security category of an information system that processes, stores, or transmits multiple types of information should be at least the highest impact level that has been determined for each type of information for each security objective of C/I/A.  The following table depicts the security category/information type for <System Name> as identified in the <System Name> Risk Assessment Report.
Table (?). <System Name> Information Type

	Information Type
	NIST SP 800-60 Reference
	Confidentiality

Low/Moderate/ High
	Integrity

Low/Moderate/ High
	Availability

Low/Moderate/ High

	
	
	
	
	

	
	
	
	
	

	
	
	
	
	

	Overall Rating
	
	
	
	


Note: If C/I/A ratings differ from NIST SP 800-60, provide justification and obtain approval from the Office of the Chief Information Security Officer (OCISO).

1.11.2 Protection Requirements

Both information and information systems have distinct life cycles.  It is important that the degree of sensitivity of information be assessed by considering the requirements for the C/I/A of the information: the need for system data to be kept confidential; the need for the data processed by the system to be accurate, and the need for the system to be available.  Confidentiality focuses on the impact of disclosure of system data to unauthorized personnel.  Integrity addresses the impact that could be expected should system data be modified or destroyed.  Availability relates to the impact to the organization should use of the system be denied.

1.11.3 Protection Requirement Findings

· Confidentiality: [Example: <System Name> contains sensitive information that could identify a survey participant.  This data requires protection from unauthorized disclosure.  If information contained in <System Name> were released to the public it could result in a loss of public confidence in the survey, affect participation, and cause a great deal of embarrassment to the CDC].  Therefore, the unauthorized disclosure of <System Name> information could be expected to have a (limited, serious, or severe) adverse effect on organizational operations, organizational assets, or individuals and the information and protection measures are rated as (Low, Moderate, High).
· Integrity: [Example: <System Name> collects and processes health and nutritional information annually from a representative sample of the U. S. population.  Because public health trends and policies depend on the accuracy of the data collected, unauthorized and unanticipated modification would seriously reduce the accuracy of the survey results].  Therefore, the unauthorized modification of <System Name> information could be expected to have a (limited, serious, or severe) adverse effect on organizational operations, organizational assets, or individuals and the information and protection measures are rated as (Low, Moderate, High).
· Availability: [Example: If <System Name> were unavailable for even a short period of time, it would have an immediate impact and would affect the efficiency with which <System Name> typically operates].  Therefore, the unavailability of <System Name> information could be expected to have a (limited, serious, or severe) adverse effect on organizational operations, organizational assets, or individuals and the information and protection measures are rated as (Low, Moderate, High).
Note: Security Controls and Security Control Enhancements in Sections 2, 3, and 4 MUST be addressed.  If a control does not apply to the system enter N/A with justification.

2 MANAGEMENT CONTROLS
2.1 (CA) Certification, Accreditation, and Security Assessments 
2.1.1 (CA-1) Certification, Accreditation, and Security Assessment Policies and Procedures - L, M, H

This is an enterprise common security control.

Ref: CDC Implementing Instructions (3.14)

2.1.2 (CA-2) Security Assessments– M, H

2.1.3 (CA-3) Information System Connections - L, M, H

2.1.4 (CA-4) Security Certification - L, M, H

2.1.5 (CA-5) Plan of Action and Milestones - L, M, H

2.1.6 (CA-6) Security Accreditation - L, M, H

2.1.7 (CA-7) Continuous Monitoring - L, M, H

2.2 (PL) Planning
2.2.1 (PL-1) Security Planning Policy and Procedures - L, M, H

This is an enterprise common security control.

Ref: CDC Implementing Instructions (3.3; 3.13)

2.2.2 (PL-2) System Security Plan - L, M, H

2.2.3 (PL-3) System Security Plan Update - L, M, H

2.2.4 (PL-4) Rules of Behavior - L, M, H

2.2.5 (PL-5) Privacy Impact Assessment - L, M, H

Another major factor in risk management is conducting a Privacy Impact Assessment (PIA), as required by Title II of the E-Government Act of 2002, Section 208, which requires federal agencies to conduct a PIA prior to developing or procuring IT systems that collect, maintain, or disseminate information in identifiable form (IIF).  
A PIA has/has not been conducted for <System Name>.  Provide date when PIA was submitted.
2.3 (RA) Risk Assessment
2.3.1 (RA-1) Risk Assessment Policy and Procedures - L, M, H

This is an enterprise common security control.

Ref: CDC Implementing Instructions (3.7.3)

2.3.2 (RA-2) Security Categorization - L, M, H

2.3.3 (RA-3) Risk Assessment - L, M, H

2.3.4 (RA-4) Risk Assessment Update - L, M, H

2.3.5 (RA-5) Vulnerability Scanning - M, H (1)(2)
2.4 (SA) System and Services Acquisition
2.4.1 (SA-1) System and Services Acquisition Policy and Procedures - L, M, H
This is an enterprise common security control.

Ref: CDC Implementing Instructions (3.1)

2.4.2 (SA-2) Allocation of Resources - L, M, H

2.4.3 (SA-3) Life Cycle Support - L, M, H

2.4.4 (SA-4) Acquisitions - L, M, H

2.4.5 (SA-5) Information System Documentation - L, M (1), H (1)(2)
2.4.6 (SA-6) Software Usage Restrictions - L, M, H

2.4.7 (SA-7) User Installed Software - L, M, H

2.4.8 (SA-8) Security Design Principles - M, H

2.4.9 (SA-9) Outsourced Information System Services - L, M, H

2.4.10 (SA-10) Developer Configuration Management - H

2.4.11 (SA-11)Developer Security Testing- M, H
3 OPERATIONAL CONTROLS
3.1 (AT) Awareness and Training
3.1.1 (AT-1) Security Awareness and Training Policy and Procedures - L, M, H 
This is an enterprise common security control.

Ref: CDC Implementing Instructions (4.1.7), and http://intranet.hhs.gov/infosec/education.html
3.1.2 (AT-2) Security Awareness - L, M, H

3.1.3 (AT-3) Security Training - L, M, H

3.1.4 (AT-4) Security Training Records - L, M, H

3.2 (CM) Configuration Management 
3.2.1 (CM-1) Configuration Management Policy and Procedures - L, M, H

This is an enterprise common security control.

Ref: CDC Implementing Instructions (3.6), and http://intranet.hhs.gov/infosec/education.html
3.2.2 (CM-2) Baseline Configuration - L, M (1), H (1)(2)
3.2.3 (CM-3) Configuration Change Control - M, H (1)

3.2.4 (CM-4) Monitoring Configuration Changes - M, H

3.2.5 (CM-5) Access Restrictions for Change - M, H (1)

3.2.6 (CM-6) Configuration Settings - L, M, H (1)

3.2.7 (CM-7) Least Functionality - M, H (1)
3.3 (CP) Contingency Planning

3.3.1 (CP-1) Contingency Planning Policy and Procedures - L, M, H

This is an enterprise common security control.

Ref: CDC Implementing Instructions (4..9, 4.9.2), and http://intranet.hhs.gov/infosec/education.html
3.3.2 (CP-2) Contingency Plan - L, M (1), H (1)

3.3.3 (CP-3) Contingency Training - M, H (1)
3.3.4 (CP-4) Contingency Plan Testing – M (1), H (1)(2)
3.3.5 (CP-5) Contingency Plan Update - L, M, H

3.3.6 (CP-6) Alternate Storage Sites – M (1), H (1)(2)(3)

3.3.7 (CP-7) Alternate Processing Sites – M (1)(2)(3), H(1)(2)(3)(4)
3.3.8 (CP-8) Telecommunications Services - M (1)(2), H(1)(2)(3)(4)
3.3.9 (CP-9) Information System Backup - L, M (1), H (1)(2)(3)
3.3.10 (CP-10) Information System Recovery and Reconstitution - L, M, H (1)

3.4 (IR) Incident Response

3.4.1 (IR-1) Incident Response Policy and Procedures - L, M, H
This is an enterprise common security control.

Ref: CDC Implementing Instructions (4.9.1)  http://intranet.hhs.gov/infosec/policies_guides.html
3.4.2 (IR-2) Incident Response Training - M, H (1)(2)
3.4.3 (IR-3) Incident Response Testing - M, H (1)
3.4.4 (IR-4) Incident Handling - L, M (1), H (1)
3.4.5 (IR-5) Incident Monitoring - M, H (1)
3.4.6 (IR-6) Incident Reporting - L, M (1), H (1)
3.4.7 (IR-7) Incident Response Assistance - L, M (1),  H (1)
3.5 (MA) Maintenance

3.5.1 (MA-1) System Maintenance Policy and Procedures - L, M, H

This is an enterprise common security control.

Ref: CDC Implementing Instructions (4.8.6)

3.5.2 (MA-2) Periodic Maintenance - L, M (1), H (1)(2)

3.5.3 (MA-3) Maintenance Tools - M, H (1)(2)(3)

3.5.4 (MA-4) Remote Maintenance - L, M, H (1)(2)(3)

3.5.5 (MA-5) Maintenance Personnel - L, M, H

3.5.6 (MA-6) Timely Maintenance - M, H

3.6 (MP) Media Protection

3.6.1 (MP-1) Media Protection Policy and Procedures - L, M, H

This is an enterprise common security control.

Ref: CDC Implementing Instructions (4.4)

3.6.2 (MP-2) Media Access - L, M, H (1)

3.6.3 (MP-3) Media Labeling - M, H

3.6.4 (MP-4) Media Storage - M, H

3.6.5 (MP-5) Media Transport - M, H

3.6.6 (MP-6) Media Sanitization - M, H

3.6.7 (MP-7) Media Destruction and Disposal - L, M, H

3.7 (PE) Physical and Environmental Protection

3.7.1 (PE-1) Physical and Environmental Protection Policy and Procedures – L, M, H 

This is an enterprise common security control.

Ref: CDC Implementing Instructions (4.2.2)

3.7.2 (PE-2) Physical Access Authorizations - L, M, H

3.7.3 (PE-3) Physical Access Control - L, M, H

3.7.4 (PE-4) Access Control for Transmission Medium – Not Selected

Not applicable.
3.7.5 (PE-5) Access Control for Display Medium - M, H

3.7.6 (PE-6) Monitoring Physical Access - L, M (1), H (1)(2)

3.7.7 (PE-7) Visitor Control – L, M (1), H (1)
3.7.8 (PE-8) Access Logs - L, M (1), H (1)
3.7.9 (PE-9) Power Equipment and Power Cabling - M, H

3.7.10  (PE-10) Emergency Shutoff - M, H

3.7.11  (PE-11) Emergency Power - M, H (1)

3.7.12  (PE-12) Emergency Lighting - L, M, H

3.7.13  (PE-13) Fire Protection - L, M (1), H (1)(2)

3.7.14  (PE-14) Temperature and Humidity Controls - L, M, H

3.7.15  (PE-15) Water Damage Protection - L, M, H (1)

3.7.16  (PE-16) Delivery & Removal - L, M, H

3.7.17  (PE-17) Alternate Work Site - M, H

3.8 (PS) Personnel Security

3.8.1 (PS-1) Personnel Security Policy and Procedures - L, M, H

This is an enterprise common security control.

Ref: CDC Implementing Instructions (4.1.2), CDC-03, and HHS Personnel Security/Suitability Handbook, HHS Personnel Instruction 731-1

3.8.2 (PS-2) Position Categorization - L, M, H

3.8.3 (PS-3) Personnel Screening - L, M, H

3.8.4 (PS-4) Personnel Termination - L, M, H

3.8.5 (PS-5) Personnel Transfer - L, M, H

3.8.6 (PS-6) Access Agreements - L, M, H

3.8.7 (PS-7) Third-Party Personnel Security - L, M, H

3.8.8 (PS-8) Personnel Sanctions - L, M, H

3.9 (SI) System and Information Integrity

3.9.1 (SI-1) System and Information Integrity Policy and Procedures –       L, M, H 

This is an enterprise common security control.

Ref: CDC Implementing Instructions, Implementing Instructions for Additional NIST SP 800-53 Requirements
3.9.2 (SI-2) Flaw Remediation - L, M, H
3.9.3 (SI-3) Malicious Code Protection - L, M (1), H (1)(2)
3.9.4 (SI-4) Intrusion Detection Tools and Techniques - M, H
3.9.5 (SI-5) Security Alerts and Advisories - L, M, H
3.9.6 (SI-6) Security Functionality Verification - M, H (1)
3.9.7 (SI-7) Software and Information Integrity – H
3.9.8 (SI-8) Spam and Spyware Protection - M, H (1)
3.9.9 (SI-9) Information Input Restrictions - M, H
3.9.10 (SI-10) Information Input Accuracy, Completeness, and Validity –     M, H

3.9.11 (SI-11) Error Handling - M, H
3.9.12 (SI-12) Output Handling and Retention - M, H
4 TECHNICAL CONTROLS
4.1 (AC) Access Control
4.1.1 (AC-1) Access Control Policy and Procedures - L, M, H
This is an enterprise common security control.

Ref: CDC Implementing Instructions (5.2), and HHS-IRM-2000-0007 Policy for the Prevention, Detection, Removal and Reporting Of Malicious Software 
4.1.2 (AC-2) Account Management - L, M (1)(2)(3), H (1)(2)(3)(4)
4.1.3 (AC-3) Access Enforcement - L, M (1), H (1)
4.1.4 (AC-4) Information Flow Enforcement - M, H
4.1.5 (AC-5) Separation of Duties - M, H
4.1.6 (AC-6) Least Privilege - M, H
4.1.7 (AC-7) Unsuccessful Logon Attempts - L, M, H
4.1.8 (AC-8) System Use Notification - L, M, H
4.1.9 (AC-9) Previous Logon Notification – Not Selected
Not applicable.

4.1.10 (AC-10) Concurrent Session Control – H
4.1.11  AC-11) Session Lock - M, H
4.1.12 (AC-12) Session Termination - M, H
4.1.13 (AC-13) Supervision and Review – Access Control - L, M, H (1)
4.1.14 (AC-14) Permitted Actions w/o Identification or Authentication - L, M (1), H (1)
4.1.15 (AC-15) Automated Marking - H
4.1.16 (AC-16) Automated Labeling – Not Selected
Not applicable.

4.1.17 (AC-17) Remote Access - L, M (1)(2)(3), H (1)(2)(3)
4.1.18 (AC-18) Wireless Access Restrictions – M (1), H (1)
4.1.19 (AC-19) Access Control for Portable and Mobile Systems - M, H (1)
4.1.20 (AC-20) Personally owned Information Systems - L, M, H
4.2 (AU) Audit and Accountability
4.2.1 (AU-1) Audit and Accountability Policy and Procedures - L, M, H
This is an enterprise common security control.

Ref: CDC Implementing Instructions (5.3)

4.2.2 (AU-2) Auditable Events - L, M, H
4.2.3 (AU-3) Content of Audit Records - L, M (1), H (1)(2)
4.2.4 (AU-4) Audit Storage Capacity - L, M, H
4.2.5 (AU-5) Audit Processing - L, M, H (1)
4.2.6 (AU-6) Audit Monitoring, Analysis, and Reporting – M, H (1)
4.2.7 (AU-7) Audit Reduction and Report Generation – M, H (1)
4.2.8 (AU-8) Time Stamps - M, H
4.2.9 (AU-9) Protection of Audit Information- L, M, H
4.2.10 (AU-10) Non-repudiation – Not Selected
Not applicable.

4.2.11 (AU-11) Audit Retention - L, M, H
4.3 (EA) E-Authentication
[Based on the calculation of risks to <System Name> data and processing in the areas of confidentiality, integrity, and availability, the E-Authentication Assurance Level (EAAL) for <System Name> has been determined to be EAAL 2.  This assurance level will be/is met by using the CDC SDN authentication mechanism.  The following E-Authentication technical control requirements are part of this mechanism:
 Insert table from RCW.]

Ref : OMB M-04-04, NIST SP 800-60

4.4 (IA)Identification and Authentication
4.4.1 (IA-1) Identification and Authentication Policy and Procedures – L, M, H
This is an enterprise common security control.

Ref: CDC Implementing Instructions (5.1) 
4.4.2 (IA-2) User Identification and Authentication - L, M, H (1)

4.4.3 (IA-3) Device Identification and Authentication - M, H

4.4.4 (IA-4) Identifier Management - L, M, H
4.4.5 (IA-5) Authenticator Management - L, M, H

4.4.6 (IA-6) Authenticator Feedback - L, M, H

4.4.7 (IA-7) Cryptographic Module Authentication - L, M, H 

4.5 (SC) System and Communications Protection

4.5.1 (SC-1) System and Communications Protection Policy and Procedures - L, M, H
This is an enterprise common security control.

Ref: CDC Implementing Instructions, Implementing Instructions for Additional NIST SP 800-53 Requirements
4.5.2 (SC-2) Application Partitioning – M, H
4.5.3 (SC-3) Security Function Isolation - H
4.5.4 (SC-4) Information Remnants – M, H
4.5.5 (SC-5) Denial of Service Protection - L, M, H
4.5.6 (SC-6) Resource Priority – M, H

4.5.7 (SC-7) Boundary Protection - L, M (1), H (1)

4.5.8 (SC-8) Transmission Integrity - M, H (1)

4.5.9 (SC-9) Transmission Confidentiality - M, H (1)

4.5.10 (SC-10) Network Disconnect - M, H

4.5.11  (SC-11) Trusted Path – Not Selected

Not applicable.
4.5.12 (SC-12) Cryptographic Key Establishment and Management - M, H

4.5.13 (SC-13) Use of Validated Cryptography – L, M, H

4.5.14 (SC-14) Public Access Protections – L, M, H

4.5.15 (SC-15) Collaborative Computing – M, H

4.5.16 (SC-16) Transmission of Security Parameters – Not Selected

Not applicable.
4.5.17 (SC-17) Public Key Infrastructure Certificates – M, H

4.5.18 (SC-18) Mobile Code – M, H

4.5.19 (SC-19) Voice Over Internet Protocol – M, H

APPENDIX A SYSTEM STEWARD AND DAA RESPONSIBILITIES
Business Steward
: 

A Business Steward is a management official to whom responsibility for an agency mission objective is assigned, typically a Branch Chief or Division Director, and who directs or controls the budget, personnel, and information resources to accomplish that mission.  The Business Steward is responsible for the following activities under his or her area of responsibility: 

· Determining the level of data or information sensitivity; 

· Determining the level of system criticality; 

· Assessing risk to, and vulnerabilities of, agency information resources periodically, and responding in a coordinated agency-wide manner to resolve vulnerabilities and address risk either by control measures or by acknowledging it as a “residual risk;” 

· Establishing and maintaining a SSP, contingency plan, disaster recovery plan, and continuity of operations plan (COOP) and personally accrediting and authorizing the plans and the establishment, operation, change, and retirement of the resource; 

· Assigning the technical steward(s) for the information resource; 

· Determining the access rights/restrictions for system users; 

· Conducting risk and vulnerability assessments periodically, including tests of security and contingency plans. 

· Establishing and enforcing procedures needed to create an appropriate trust environment, when work must proceed before required background checks are available (unclassified environment only). 

Technical Steward: 

A Technical Steward is someone, other than the Business Steward, who performs as either a principal investigator or principal user of an information system or as the principal information  technology professional responsible for the system, ensuring that the specified functional characteristics of the system are produced as authorized by the Business Steward.  The Technical Steward is responsible for ensuring that systems and applications function in compliance with all appropriate IRM laws, policies, and standards and in accordance with her or his organization’s protocols and procedures, as established in the applicable system security plan (SSP).  This responsibility includes: 

· Planning, designing, testing, implementing, and operating systems and technologies – whether new or updated, carefully and in collaboration with peers and agency-level technical staff,  to ensure the overall security and integrity of CDC information resources; 

· Managing security requirements; 

· Applying access restrictions directed by the Business Steward; 

· Taking necessary corrective actions immediately when a critical or sensitive system or information resource is discovered to have a serious vulnerability. 

· Identifying and taking necessary corrective actions to reduce risks, nonstandard conditions, and unauthorized activities; 

· Maintaining inventories of information resource assets, e.g., hardware, software, and data and providing those to agency officials as needed; 

· Determining, according to the established standard, when an individual is required to sign a Confidentiality Agreement, assuring that the Agreement reflects currently assigned accesses and authorities and that it is signed and on file before the individual is provided with the intended accesses. 

Security Steward:
A Security Steward is someone, other than the Business Steward and normally not a Technical Steward, who is formally designated as the ombudsman for information protection and systems security (IPASS) for the system.  Each general support system and each major application shall have a designated Security Steward. 

The Security Steward is responsible for: 

· Advising both the Business and Technical Stewards on IPASS matters throughout the development life-cycle. 

· Advising the Technical Steward on evaluation of requests for exceptions to standard procedures and conditions. 

· Evaluating the completeness and appropriateness of IPASS control measures, and collaborating with appropriate parties on the security, COOP, training and other plans. 

· Monitoring operations informally and assuring that both electronic logs are kept and reviewed and formal audits are conducted periodically.

Designated Approving Authority (DAA):
The DAA has been “…assigned to the respective heads of the CDC organizations that are financially and programmatically responsible for their respective information systems.  This authority shall reside at a level no lower than Division Director or equivalent.”

As the senior management official or executive with the authority to approve the operation of the information system at an acceptable level of risk to agency operations (including mission, functions, image, or reputation), agency assets, or individuals, the DAA assumes responsibility and is accountable for the risks of operating the system.  The DAA’s decision to authorize operation should rely primarily on the compiled system security plan (SSP), the Risk Mitigation Worksheets (RMW), and the Plan of Action and Milestones (POA&M) for reducing or eliminating information system vulnerabilities.  In making the security accreditation decision to authorize operations of the system, the DAA explicitly accepts the residual risk to CDC operations or CDC assets.

APPENDIX B SYSTEM HOST MATRIX

System Host Matrix

	Host Name
	Location
	Status
	IP Address
	Platform
	Software

	Example:    Aop-irm-msb2
	Clifton
	Operational
	Not provided
	Windows
	MS Windows 2000 Server

Power-builder

	
	
	
	
	
	

	
	
	
	
	
	


APPENDIX C RULES OF BEHAVIOR

APPENDIX D BUSINESS CONTINUITY PLAN





















� System Stewards and DAA responsibilities are in Appendix A.


�Low – a limited adverse effect 


Moderate – a serious adverse effect


High – a severe or catastrophic adverse effect


�  � HYPERLINK "http://intraspn.cdc.gov/maso/policy/Doc/policy300.htm" ��http://intraspn.cdc.gov/maso/policy/Doc/policy300.htm�


� J. D. Seligman memorandum dated 03/19/2003, Designated Approving Authority for CDC Information Systems Security.
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